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1. INTRODUCTION

Technological change has long appeared to play a backstage role in economic
thinking. Its impact was typically described in terms of variables that change
exogenously with the progress of time. It is only with the advent of the new
growth theory (reviewed in the monographs by Barro and Sala-i-Martin, 1995,
and Aghion and Howitt, 1999), in which technological change is endoge-
nously determined, that issues of technological change have become a focus
of economic research. Specifically, the important role of environmental policy
for inducing technological progress through creating constraints and incen-
tives has been increasingly recognized. The discussion concerning the optimal
time path of carbon taxes in the presence of induced technical change illus-
trates this. Wigley et al. (1996) argue for a policy that makes postponement of
abatement attractive in order to optimally exploit the reduction of abatement
cost resulting from technological progress. However, work by Grubb et al.
(1996) indicates that a policy that favors more abatement in the short term is
superior to a ‘wait-and-see’ approach when technological progress advances
through learning-by-doing.

This chapter reviews the relation between environmental policy, the tech-
nological change that it induces and the resulting consequences for economic
growth. Through its inclusion of growth aspects it complements an earlier
review by Jaffe et al. (2002) and the reviews by Clarke and Weyant (2002) and
Grubb et al. (2002), which focus on climate change and energy policy. The
review is selective in that it does not attempt to mirror the burgeoning litera-
ture on the subject but rather aims to highlight different routes of analysis and
to portray in broad strokes the current state of discussion. Specifically, the
review aims to give state-of-the-art answers to the following questions: does
the presence of induced technical change lower the cost of achieving emission
abatement targets? How does induced innovation affect the timing of optimal
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abatement? To what extent might exogenous technology models understate the
welfare gains from environmental policies? And what are the implications of
endogenous technological change for environmental policy?

To bring some structure into the diversity of models that analyze the rela-
tionship between environmental policy and technological change, it is conve-
nient to organize them according to a scheme proposed by Clarke and Weyant
(2002). The simplest types are cost-function models, in which the technologi-
cal advances induced by environmental policy translate only into changes of
the abatement cost function. One step up on the ladder of complexity are
intertemporal partial equilibrium models. These models study the equilibrium
consequences of policy interventions in the market for environmentally
focused innovation over time by ignoring effects on other markets. The bound-
ary between both groups is not sharp and to a large extent marked by the
model’s emphasis rather than methodology. In fact, the first two models that
we consider in this review can be seen as belonging to either category. The
model by Goulder and Mathai (2000), which we review in section 3, focuses
mainly on the determination of an optimal emission path for an economy in
response to some policy criterion. It challenges the claim that the presence of 
induced technological change calls for a more cautious environmental policy.
The welfare aspects that are attributable to induced technology innovation, and
in particular their magnitude in relation to the Pigouvian welfare gains of an
optimal emission tax are examined in section 4 using the model by Parry et al.
(2002). This model shows that for a broad range of circumstances the
Pigouvian welfare gains dominate those from technological innovation.

More difficult both in conception and in the use of mathematical tools are
growth models in which technological change is endogenized. We review in
section 5 a series of rather general models of this type that explicitly include
environment–economy interactions (Bovenberg and Smulders, 1995, 1996;
Smulders 1995, 1998). The analytical tractability of these models makes them
a good vehicle for gaining a conceptual understanding of the implication of
technological change.

A brief discussion of intertemporal general equilibrium models in section 6
follows. These models are typically computer-based, involve explicit represen-
tations of markets and their interactions over time, and as they shed light on the
role market ineffciencies play for environmental technological innovation, they
add a dimension to the analysis that is absent in the other types of models. As
representatives for this model type we select the models by Goulder and
Schneider (1999) and by Popp (2002), whose main field of application is the
analysis of greenhouse gas abatement policies.1 We conclude in section 7 with a
brief discussion of the implications of the models for environmental policy.

To lay the ground for our discussion we continue in the next section with a
brief outline of some of the salient features of technological progress.
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2. KEY FEATURES OF TECHNOLOGICAL CHANGE

Technological progress as understood here manifests itself through its impact
on the macroeconomic production function thereby changing the input–output
combinations and society’s production possibilities. Induced technology
progress occurs in response to policy intervention and, as such, is different
from exogenous progress that is just a result of the passage of time. There is a
multitude of channels through which public policy can affect technological
advance. An incomplete list includes changes in the relative prices of pollut-
ing and non-polluting goods, which could result, for example, from the impo-
sition of an emission tax; research grants to private firms; or subsidized
research and development at national laboratories and universities.

Technology, a form of knowledge, has properties of a public good. That is,
technology knowledge is

• nonrival, that is, the use of technology by one agent does not preclude
others from using the same technology. Conventional private goods, in
contrast, are rival. A piece of capital equipment, for example, can only
be used in one place at a time. An immediate implication is that the
production and allocation of technological knowledge cannot be
completely governed by competitive market forces. Once technological
knowledge has been created, the marginal cost of supplying it to an
additional user is almost zero. It follows that a competitive market, in
which private gains stem from marginal cost pricing, does not provide
the economic incentives for the creation of knowledge, because the
innovator will typically fail to appropriate most of the returns generated
by the new knowledge. Some departure from the competitive model is
therefore needed to explain why firms embark on knowledge creation;

• partially nonexcludable, meaning that the creators of technological
knowledge often have difficulties in preventing others from using it.
This attribute of knowledge distinguishes it, to stay with the above
example, from a piece of capital equipment, which is readily exclud-
able. The degree of ‘excludability’ depends both on the nature of the
knowledge itself – encoded TV satellite transmissions are highly
excludable, while computer software is less excludable – and on the
economic institutions governing property rights, and is therefore partly
a function of policy choices.

There is a variety of forces that govern the accumulation of technological
knowledge, including (Romer, 1996):

• Public funding of basic research. Society may deem it worthwhile to
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incur costs for funding of basic research when no private firm would
undertake it. Obvious examples are research on public health and the
environment. Since the results of this research are given away for free
and their cost is not re•ected in the price that private firms using the
results charge for their goods, this mode of knowledge accumulation has
a positive externality. The basic scientific knowledge that it creates very
often provides the technology paradigm for subsequent innovation by
private firms.

• Industrial R&D. Industrial R&D can be a channel to accumulate knowl-
edge for private gains. The provision is that the creators of knowledge
are able to appropriate (for instance, through patents, trade secrets, lead-
time effect, and so on) at least some of the benefits from their inventive
efforts. The part of knowledge that is not appropriated and that cannot
be prevented from entering the public domain represents the technolog-
ical spillover associated with private R&D. The accepted view is that
knowledge spillovers, because of their generic nature, are extremely
difficult to prevent (Arrow, 1962a). They will add to a pool of public
knowledge serving as an input to future research. The accumulation of
public knowledge will thus lower the cost of future generations to
achieve some technological breakthrough. Such cost reduction suggests
a mechanism whereby private investment incentives can be preserved
despite the tendency for the private returns from innovation to fall as
result of increases in the number of competing technologies. Knowledge
spillovers can thus be a source of long-term economic growth
(Grossman and Helpman, 1997).

• Learning-by-doing. Technology can advance as a consequence of the
production and use of technology (Arrow, 1962b). Technological
progress is then ‘free’ in the sense that it does not require investment in
R&D. Firms learn better ways to produce as an accidental by-product of
the production process. For instance, the more photovoltaic cells a firm
produces, the better it becomes at it. This type of knowledge accumula-
tion is referred to as learning-by-doing.

Common to the last two types of knowledge accumulation is that they
regard, in one way or another, profit-optimizing decisions by firms as the
major source driving technological advance.2 The difficulty profit-optimizing
firms have in appropriating rents from knowledge they create leads to ineffi-
cient, monopolistic behavior and probably to an underinvestment in innova-
tion. On the other hand, competition for patents can also generate an excessive
amount of R&D, if firms do not take into account that their own research
activities reduce the likelihood for others to win patents (Wright, 1983).

These remarks show that in the presence of induced technological change
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environmental policy faces a twofold challenge. It needs to address the market
failure resulting from environmental externalities, and it has to respond to the
public-good character of environmentally focused innovations.

3. COST-FUNCTION ANALYSIS

Lots of mileage for analyzing questions about the effect of environmental
policy on induced technological change can be gained by concentrating exclu-
sively on abatement costs. Such an approach was used by Goulder and Mathai
(2000), who analyzed not only the optimal timing of CO2 abatement but also
the optimal time path of an emission tax under both a cost-effectiveness and a
benefit–cost criterion. In addition, they considered different specifications for
the accumulation of knowledge, namely investment in R&D and learning-by-
doing.3 We start our review by focusing on a situation in which R&D invest-
ment drives technology change, and the policymaker adopts a
cost-effectiveness criterion.

Let C denote abatement costs, It the investment in knowledge, q the real
price of investment, Ht the stock of ‘knowledge’ (or ‘technology’) and q the
social discount rate. Then the mathematical problem for a social planner will-
ing to implement a cost-effective environmental policy is to choose time paths
At for abatement and It for investment that minimize the discounted sum of
abatement costs and R&D expenditure into the infinite future, that is,

∞

min ∫ (C(At, Ht) + q(It)It)e–qt dt, (2.1)
At,It 0

provided that atmospheric CO2 concentrations St meet a target concentration S̄
at time T and remain after that always below the target (St ≤ S̄, ∀t ≥ T).

Goulder and Mathai take abatement costs C to depend both on the amount
of abatement At and the knowledge stock Ht. It appears natural to assume CA(·)
> 0, CAA(·) > 0, CH(·) < 0, and CAH(·) < 0, expressing the idea that abatement
cost and marginal abatement cost will increase with abatement, and that
knowledge Ht decreases both cost and marginal cost of abatement.4

To keep the model analytically tractable Goulder and Mathai assume that
abatement affects atmospheric CO2 concentration by the simple relation

Ṡt = –d S + E0
t – At, (2.2)

where d is the natural rate of removal of atmospheric CO2, and E0
t denotes

baseline CO2 emissions. Equation (2.2) states that changes in the atmospheric
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CO2 concentration, Ṡt, are equal to current net emissions E0
t –At diminished by

the amount of CO2 that is removed naturally from the atmosphere.
In light of the discussion above, knowledge accumulation can be accom-

plished through various channels. Goulder and Mathai assume that technolog-
ical change accumulates both exogenously and endogenously, and in the latter
case via investment in abatement technology, that is,

Ḣt = atHt + k Y(It, Ht), (2.3)

where at denotes the rate of exogenous technological change and k is a
constant parameter (k > 0) that indicates the presence of induced technologi-
cal change. The knowledge accumulation function Y is endowed with the
properties Y > 0, YI > 0, and YII < 0 to capture the idea that knowledge
increases with investment but at a decreasing rate.

Requirement (2.1) represents a dynamic optimization problem for the
control variables At and It; St and Ht, whose time evolution is described by
(2.2) and (2.3), play the role of state variables. The problem can be solved by
employing the maximum principle (for example Chiang, 1992) using as the
current-value Hamiltonian

Ht = –(C(At, Ht) + q(It)It + pt(–d St + E0
t – At) + mt(aHt + kY(It, Ht)), (2.4)

for times t < T, and the Lagrangian

Lt = Ht + ht(S̄ – St), (2.5)

for t ≥ T. The symbols pt and mt denote co-state variables, and ht is a Lagrange
parameter. Restricting attention to t < T, the equations most interesting for the
present discussion are the ones that are implied by the requirements ∂Ht/∂At =
0 and ṗt = pt d + qpt of the maximum principle, namely

CA(·) = –pt, (2.6)
ṗt = (q + d)pt, (2.7)

where –pt can be interpreted as the shadow cost of CO2 emissions, which in
a decentralized, competitive industry equals the optimal CO2 tax. With this
interpretation, equation (2.6) states that at all times the optimal level of
abatement is achieved, when marginal abatement cost equals CO2 tax. The
co-state equation (2.7) implies that the optimal CO2 tax increases over time
exponentially with rate (q + d). Note that the effective discount rate is larger
than q to account for the natural removal of CO2 along the optimized abate-
ment path.
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The parameter k in equation (2.3) provides the means to analyze the conse-
quences of induced technological change for the scenario considered here.
Obviously, the larger k, the larger the increase in knowledge stock that results
from investment It at fixed knowledge stock Ht. To quantify its impact on the
optimal abatement profile Goulder and Mathai differentiate equation (2.6)
with respect to k totally5 to obtain after rearrangement

d(–pt) dHt––––– – CAH(·) –––d At dk dk
–––– = ––––––––––––––––––––. (2.8)
d k CAA(·)

If one neglects for the moment the effect of technological change on the
optimal carbon tax itself, that is, assumes that d(–pt)/d k = 0, then equation
(2.8) shows that technological change stimulates abatement, dAt/d k > 0,
provided that –CAH > 0 as assumed earlier. Goulder and Mathai refer to this
as the ‘knowledge growth effect’. Figure 2.1 depicts the situation schemati-
cally.

Assuming for simplicity a linear abatement schedule, A0, induced tech-
nological change leads to pivoting of the abatement curve upward. The new
path coincides with the original optimal path at time t = 0 at which the tech-
nology stock has the same value in both scenarios. Clearly, the new path
cannot be optimal as too much abatement is undertaken, and consequently
atmospheric CO2 concentration at time T is less than the target concentration
S̄. It is the effect of k on the shadow price pt, which we have neglected so far,
that corrects the situation. To prevent an overshooting of the total amount of
abatement one would expect the sign of d(–pt)/dk, the first term in the numer-
ator of equation (2.8), to be opposite of the second term, and the more detailed
mathematical analysis of Goulder and Mathai does indeed confirm that the
presence of induced technological change lowers carbon taxes.6 The intuition
is that it is easier to achieve CO2 emission reductions with advance technol-
ogy than without it. This will lower the shadow cost of CO2 emissions and,
hence, the tax. As indicated in Figure 2.1, the additional effect of k on pt yields
an optimal abatement path, A*, along which abatement levels are initially
below those realized without technological change but the increase is steeper
with time. Put succinctly, the prospect of technological change justifies delay-
ing abatement until it is less costly.

Next Goulder and Mathai consider the situation that the stock of abatement
knowledge H does not grow by investment in abatement technology, but is
rather accumulated via learning-by-doing. The optimization problem is then
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∞

min  ∫ C(At, Ht) e–qt dt, (2.9)
At 0

where now

Ḣt = atHt + kY(At, Ht), (2.10)

and all other conditions remain unchanged. The problem (2.9) can again be
solved with the usual mathematical tools, and we shall discuss here only the
most pertinent results. First, as the co-state equation (2.7) remains unchanged,
the optimal carbon tax grows, as before, at rate (q + d) for t ≤ T. However,
instead of equation (2.6) we now have
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Figure 2.1 Effects of knowledge growth and shadow cost on optimum abate-
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CA(·) – mt kYA(·) = –pt, (2.11)

indicating that the marginal social cost of abatement is no longer CA but rather
CA – mt kYA because of the cost reduction associated with the learning-by-
doing stemming from that abatement.

The impact of induced technological change is described by

d(–pt) dHt–––––– + mtYA(·) – CAH(·) ––––
d At dk  dk

–––– = –––––––––––––––––––––––––––, (2.12)
d k CAA(·)

which is obtained by differentiating (2.11) totally with respect to k. On the
righthand side of this equation mtYA > 0 represents a positive learning-by-
doing effect. This effect strengthens the knowledge growth effect
–CAH(dHt/dk) > 0 on abatement but is opposed to the shadow price effect for
which d(–pt)/dk ≤ 0. Thus the net effect of all three contributions is ambigu-
ous, and it is certainly not clear that learning-by-doing always justifies lower
initial abatement as was the case for R&D-induced technological change. The
intuition is here that future abatement costs determine how much abatement
should be moved to the future. However, as future abatement costs are deter-
mined by the near-term abatement effort and are the lower the more abatement
is undertaken near term, it is clear that no general statement concerning the
level of initial abatement can be made.

In their benefit–cost models, Goulder and Mathai obtained similar results.
Here, the objective of the social planner is to minimize both the costs of
achieving the desired abatement target and the damages resulting from CO2
emissions over an infinite time horizon.7 As before, the impact of induced
technological change on abatement is given by (2.8), and (2.12) respectively.
Again, we are confronted with a positive knowledge-growth effect and a nega-
tive shadow-cost effect: as long as induced technological change reduces
marginal abatement costs, abatement tends to rise. This is counteracted by the
negative effect on the shadow costs of today’s emissions, which justifies post-
poning some abatement until marginal abatement becomes cheaper. Thus,
under the benefit–cost criterion the presence of technological change induced
by R&D implies that optimal abatement levels fall in early years, but rise later.
When knowledge is accumulated via learning-by-doing, the overall effect of
induced technological change on optimal abatement is again analytically
ambiguous.

The total amount of optimal abatement is higher in both settings than it
would be without induced innovation. Since new technologies reduce the
marginal abatement costs over time, a higher amount of abatement becomes
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optimal. Perhaps somewhat contrary to intuition, this increase in cumulative
abatement is accompanied by a lower tax rate, provided the marginal benefits
(MB) decrease with abatement level, as will typically be the case. In this situ-
ation, depicted in Figure 2.2, technological progress shifts the marginal abate-
ment cost curve downwards (MC´), which increases the optimal amount of
abatement (A´) and reduces the optimal environmental tax rate (p´). If, on the
other hand, the marginal benefit curve slopes upward, as would be the case if
damages were concave in the CO2 concentration, induced technological
change will increase the optimal tax rate, and cumulative abatement will be
lower than without induced innovation.

The analytical results obtained by Goulder and Mathai are summarized in
Table 2.1. A key finding is that under typical conditions the presence of
induced technological change implies a lowering of the optimal tax path. A
lower tax is all that is needed to achieve the abatement goal, even when the
desired total extent of abatement is higher, as is the case when the government
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Source: Goulder and Mathai, 2000.

Figure 2.2 Optimal carbon tax in the static benefit–cost case



employs a benefit–cost policy. Another key finding relates to the optimal
timing of abatement. If abatement knowledge is generated through R&D,
induced technological change makes it optimal to shift some abatement efforts
from the present to the future. In contrast, no general statement pertains to the
timing of abatement when learning-by-doing is the channel for knowledge
accumulation.

4. WELFARE ASPECTS

This section discusses the welfare gains resulting from environmental policy.
Specifically, we will have a closer look at the claim that the welfare benefits
from induced technological innovation outweigh the Pigouvian welfare gains
resulting from correcting social excessive pollution from firms (Orr, 1976;
Parry, 1998). This would seem to imply that the focus of environmental policy
should be on environmental technology innovation rather than on pollution
control. In addition, we will explore how the different instruments of environ-
mental policy are suited to achieve soical optimal emissions levels when the
effect of induced technological change is accounted for.

4.1 Welfare Benefits from Environmental Regulation and Innovation

Parry et al. (2002) compared the welfare gains associated with a Pigouvian tax
with the welfare benefits from induced technological change, using a dynamic
social planning model in which investments in R&D enhance the stock of
knowledge, thereby reducing future abatement costs. Their analytical and
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Table 2.1 Summary of results of the Goulder and Mathai (2000) model

Channel Optimal solutions Induced technological change

Tax path Abatement path Tax path Abatement path

Cost-effectiveness criterion:
R&D exp. growth slopes upward falls A0 falls; path is steeper
LBD exp. growth ambiguous falls ambiguous

Cost–benefit criterion:
R&D slopes upward* slopes upward* falls A0 falls; path is steeper
LBD slopes upward* ambiguous falls ambiguous

Note: The first column refers to the optimal tax and abatement paths in the presence of induced
technological change. The second column summarizes the effects of induced innovation on the
slope of the optimal paths.
*Provided that damages are convex and optimized CO2 concentration rises over time.



numerical results indicate that the welfare gains from induced technological
innovation are typically smaller than the welfare gains resulting from pollution
control. Only in special cases will the welfare gains from innovation exceed
those from the Pigouvian tax.

Some of the insights obtained by Parry et al. can be explained with the help
of Figure 2.3, which plots for one time period the marginal abatement cost
curves before and after an increase in the ‘abatement knowledge stock’. To
keep the discussion parsimonious it is assumed that marginal benefits from
avoiding pollution are constant. The optimal abatement level is the point
where marginal abatement costs, MC, equal marginal benefits of pollution
control, p. In the absence of technological innovation this level is reached at
AP in Figure 2.3. The corresponding total abatement costs are given by the area
of the triangle 0aAP, while the total benefits corresponding to this level of
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Figure 2.3 Welfare gains resulting from abatement cost reduction due to
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abatement are given by the rectangle 0paAP. The difference between these two
areas, triangle 0pa, is the welfare benefit WP of the Pigouvian tax in one
period. Since the stock of knowledge is constant along the optimal abatement
path, the present value ŴP of the Pigouvian welfare gain over the entire time
horizon, defined as the discounted sum of the net benefits in each period, is

∞
WP WP

ŴP = ∑ –––––– = –––––, (2.13)
t=1 (1 + q)t q

where q denotes the social discount rate.
The welfare gain from innovation WH is represented by triangle 0ac in

Figure 2.3, and consists of the reduction in marginal abatement costs (area
0ab) and the additional benefits from higher abatement (area acb). If one
assumes that R&D investments leading to innovation are undertaken only in
period 0, the present value ŴH of all future benefits from innovation is

∞
WH WH

ŴH = ∑ –––––– = –––––, (2.14)
t=1 (1 + q)t q

Parry et al. compared the discounted welfare gain from innovation, ŴH,
with the discounted Pigouvian welfare gain, ŴP, using the ratio ŴH/ ŴP. To
get a first feeling for the magnitude of this ratio we notice that for the welfare
gain from innovation to be large relative to the Pigouvian welfare gain,
ŴH/ŴP must be greater than unity. Since in our simplified analysis ŴH/ŴP is
equal to WH/WP, we can easily establish a bound on the magnitude of ŴH/ŴP

by using Figure 2.3: assume that R&D in period 0 reduces (marginal) abate-
ment costs in period 1 by a factor b with 0 ≤ b < 1. Then MC´ = (1 – b)MC,
and8

ŴH WH b
–––– = –––– = –––––. (2.15)
ŴP WP (1–b)

According to this equation, even an abatement cost reduction of as much as 50
per cent (b = ½) would still yield an innovative welfare gain that is smaller
than its Pigouvian counterpart, that is, ŴH < ŴP. We see already in this highly
simplified analysis that the net benefits from induced technological change are
limited by the maximally feasible reduction in abatement costs. In most situa-
tions, they are likely to be smaller than the Pigouvian welfare gains.

However, it is possible for ŴH to exceed ŴP: consider the arrival of a new,
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‘disruptive’ technology that completely and instantaneously eliminates all
abatement costs. Then, the marginal abatement cost curve MC´ in Figure 2.3
coincides with the horizontal axis and the ratio ŴH/ŴP corresponds geometri-
cally to the area of the trapezoid 0afĀ divided by the area of the triangle 0pa.
In this case, Parry et al. calculated an upper bound on the ratio ŴH/ŴP of
respectively 19, 4, 2.3 and 1, when the initial Pigouvian abatement level is 10
per cent, 40 per cent, 60 per cent, and 100 per cent. Thus, only when innova-
tion substantially reduces abatement costs and the Pigouvian abatement level
is fairly modest can the welfare gain from induced innovation be significantly
greater than the Pigouvian welfare gain. The intuition here is that for a pollu-
tion problem that is already severe enough to warrant a high level of abatement
without R&D, additional welfare gains from innovation will be relatively
small. Conversely, if abatement is initially too costly to justify major emission
reductions, the gain from innovation could be more substantial.

A more thorough discussion has to take into account that it needs time,
perhaps decades, to accumulate the knowledge required to substantially
reduce abatement costs. During this intermediate time the marginal abatement
cost curve in Figure 2.3 will only gradually rotate downward, so that the bene-
fits from innovation will be smaller than the benefit that is realized when
knowledge accumulation is instantaneously complete. In addition, the direct
costs of R&D that were neglected in the argumentation so far need to be taken
off the discounted stream of benefits to obtain the true discounted welfare
gains from innovation.

As far as the timing of these R&D expenditures is involved, Parry et al.
note that a balance must be struck between the gain of immediate increases in
the knowledge stock and the cost-saving from gradual adjustment. This is of
course the same type of dynamic optimization problem that we encountered
earlier and discussed in the context of the benefit–cost policy criterion of
Goulder and Mathai (2000). Parry et al. choose to tackle the problem by means
of a numerical simulation. They explore different scenarios for the time it
takes for knowledge accumulation to produce a 50 per cent reduction in abate-
ment cost.

Table 2.2 summarizes the results of the base case simulations by Parry et
al. that were carried out for a discount rate of 5 per cent. For different values
for the initial Pigouvian abatement level in the first column, the table specifies
in the three subsequent columns the ŴH/ŴP ratios corresponding to these
initial levels depending on the various time periods in which abatement costs
reduction of 50 per cent are achieved.

In line with the earlier observation, the simulation shows that the ratio
ŴH/ŴP decreases when the Pigouvian abatement level rises. The aspect that is
new concerns the impact on welfare gain of the time period over which abate-
ment costs are reduced. It is seen from the table that the longer it takes to
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reduce these costs, the smaller is the welfare gain from innovation. Thus,
according to the table, ŴH and ŴP are almost the same when the Pigouvian
abatement level is 40 per cent and abatement cost are reduced by 50 per cent
in ten years. But if it takes 20 years or more to achieve this cost reduction
(because it is more expensive to develop new technologies), then ŴH is signif-
icantly smaller than ŴP. The key message here is that the conditions for ŴH to
be large relative to ŴP are very stringent: the initial abatement level must be
fairly modest and innovation must have the potential to reduce abatement
costs rapidly.

Parry et al. show that this result is robust against different assumptions for
research cost function and choice of planning horizon. The effect of an
increase in the discount rate is to lower ŴH/ŴP as then the benefits from inno-
vation are more heavily discounted.

A practical demonstration for the application of the results in Table 2.2 is
furnished by the Kyoto treaty on climate change. The treaty commits the
European Union to cut emissions of CO2 and other greenhouse gases 8 per
cent below the 1990 baseline level during 2008–12. Assuming for the sake of
the argument that the target of the envisioned emission reduction is set opti-
mally, then one would expect in this example that ŴH will be significantly
smaller than ŴP. This is because of the difficulty of achieving cost reductions
of 50 per cent or more within a decade or so, without significant deployment
of abatement technology. In an analogous case, the cost of technologies to
reduce sulpher emissions from power plants decreased by 20 per cent over the
last decade (Boward and Brinkman, 1998).

The results of Parry et al. appear to imply that pollution control – rather
than technological innovation – should be the dominant factor in the design of
environmental policies. However, it is important to realize that this conclusion
is based on the analysis of policy-induced welfare gains in only a single
market, namely the market for novel abatement technology. In a following
section, we shall examine whether Parry et al.’s policy recommendation keeps
its validity if one allows for market interactions and, in particular, accounts for
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Table 2.2 Ratio of welfare gains from innovation to welfare gains from pollu-
tion control, WH/WP.

Time lag until abatement costs halve
Pigouvian
abatement level (%) 10 years 20 years 40 years

10 2.98 0.88 0.16
40 1.07 0.46 0.16
60 0.79 0.41 0.17



inter-market technology spillovers. To set the context for this discussion, we
next take a look at the various instruments available to a policymaker to
address environmental externalities and technology spillovers.

4.2 The Role of the Policy Instrument

The discussion so far has focused only on a single instrument of environmen-
tal policy, namely taxes. As policymakers have more options to achieve envi-
ronmental objectives, we consider briefly in this section the incentives of
alternative policy instruments for inducing technological change. A more
comprehensive review of this topic can be found in Jaffe et al. (2002) and
Kemp (1997); a short discussion in the context of climate change policy is
given by Fischer (2000).

Environmental policy instruments are usually grouped into market-based
instruments, such as taxes, subsidies and tradable permits, and the so-called
‘commandand-control’ instruments, which include emission standards and
other forms of direct regulation. While the former type is the favorite of econ-
omists because of its cost effectiveness for achieving emission reductions,
both types of control are likely to spur some technological progress. Thus a
discussion of the consequences of the various policy instruments for inducing
technological change has to start with the motives of firms to invest in novel
abatement technologies. These include cost-savings that the new technology
promises, reduction in emission tax payments, the prospects of gains from
patent royalties, subsidy payments, or perhaps public relation motives, that is,
the wish to be seen as ‘green’. Early papers have concentrated on elucidating
how in a competitive setting the different policy instruments affect a firm’s
decision to invest in abatement technology on the premise that a firm wants to
reduce its marginal abatement costs (Downing and White, 1986; Magat, 1978,
1979; Zerbe, 1970). This is also the starting point for the analysis by Milliman
and Prince, who studied the issue first for the case of a single representative
firm (1989), and later extended their analysis to firms with heterogeneous
abatement cost (1992).

In their 1989 study Milliman and Prince used essentially a graphical argu-
ment of the kind depicted in Figure 2.4. Shown on the axes of the graph are
the levels of abatement, and the marginal costs and benefits associated with it.
These quantities are assumed to vary linearly with the degree of abatement.
Technological progress is pictured as a rotation of the marginal cost curve in
the direction of decreasing costs. The incentives the different policy instru-
ments give to a firm to use novel abatement technology result from the cost-
savings they imply. In the graphical representation these incentives correspond
to certain areas, which are indicated in Figure 2.4. By comparing the size of
these areas Milliman and Prince established in their 1989 paper the following
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ranking for the potential of different policy instruments to promote the adop-
tion of novel emission-reducing technology: (i) auctioned permits; (ii) emis-
sion taxes and subsidies; and (iii) standards and free permits. Later work by
Milliman and Prince (1992) and Jung et al. (1996) extended the analysis to the
situation of heterogenous firms, but did not yield results that change this rank-
ing order.

Some authors have investigated if and how the ranking would change if some
of the rather ideal assumptions underlying the work by Milliman and Prince
were relaxed. A rather obvious shortcoming of the model is that it regards the
permit price as exogenous and as independent of the adoption decisions of the
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Figure 2.4 Firm level incentives to adopt under pollution control



firms. Since the adoption of novel abatement technology lowers the permit
price, it reduces the anticipated cost-savings of firms over time, and thus their
incentive to adopt the new technology.9 The issue was analyzed in papers by
Keohane (1999) and Requate and Unold (2003), who concluded that taxes
provide higher incentives for adoption than tradable permits, and that
auctioned and freely allocated permits have equal incentives if permit price is
endogenous.

Another extension of Milliman and Prince’s work has been undertaken by
Fischer et al. (2003), who considered the incentives of firms to develop and to
adopt environmentally friendly innovations when other firms can imitate.
These authors could not establish a unique ranking of the policy instruments.
For example, with full imitation, auctioned permits tend to be superior to
emission taxes, because innovators can effectively appropriate the gains from
the fall in permit price. However, when barriers to imitation are high, emission
taxes are the preferred policy instrument for inducing environmentally
friendly technologies, because the rents from innovation under a tax outweigh
innovators’ profits under a permit scheme.

This evaluation changes when the policymaker has only limited informa-
tion on the aggregate abatement cost function. Focusing on the special situa-
tion that environmental marginal damages do not vary substantially with
emission levels, Biglaiser et al. (1995) argue that, for the purpose of inducing
technical change, taxes are superior to tradable permits. The reason is that,
unlike taxes, a permit scheme would allow firms to strategically delay their
plans to invest in novel clean technology in order to oppose more stringent
future emission targets.10

The theoretical studies reviewed above indicate that market-based instru-
ments generally provide greater incentives for firms to invest in environmen-
tally friendly technologies than direct regulations. The magnitude of these
incentives depends on the model context and assumptions, meaning that no
general ranking of the policy instruments on their ‘innovation-promoting’
potential is possible. Moreover, all of the results on the effects of the policy
instruments obtained so far neglect innovation by firms in non-polluting
markets and the associated economy-wide consequences. Moving beyond this
limitation requires a general equilibrium approach, which is the subject of the
following sections.

5. THE GROWTH THEORY PERSPECTIVE

In this section we discuss some macroeconomic aspects of the interaction of
environmenta policy with technological change using the vehicle of endoge-
nous growth theory. Models of endogenous growth differ from the ‘standard’
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neoclassical Solow theory in that they do not rely on exogenous technological
advance falling like ‘manna from heaven’ to explain growth. Instead, dedi-
cated profit-seeking investment in knowledge by firms is seen as the cause for
long-run growth. Since knowledge is difficult to appropriate by firms, it spills
over, thus creating positive externalities. Both R&D investment per se and
knowledge spillover appear as the combined source for endogenous growth in
these types of model. They endow the macro-scale production function with
the properties that are sufficient to guarantee steady-state growth (Romer,
1990; Arrow 1962b).

In-depth reviews of the burgeoning literature on endogenous growth can be
found in work by Barro and Sala-i-Martin (1995) and Aghion and Howitt
(1999). The inclusion of environmental aspects into the framework of endoge-
nous growth models is usually accomplished through the assumption that soci-
ety ‘cares’ about the environment, which is then formalized by including some
measure of environmental quality as a variable in the utility function that a
social planner optimizes. In fact, all the environmental growth models
discussed in the monograph by Aghion and Howitt (1999, ch. 5) follow this
construction. However, this approach falls short of capturing the productivity
effects associated with environmental quality. These arise, for instance,
because a cleaner environment improves the health of workers, thereby boost-
ing labor productivity, or because enhanced biodiversity provides a larger pool
of genetic information, thereby spurring productivity in R&D. A set of rather
general growth models that also include these types of ecologic–economic
interactions was constructed in a series of papers by Bovenberg and Smulders
(1995, 1996) and Smulders (1998) that are the subject of this section.

The simplest type of these models (Smulders, 1995) lumps together physi-
cal and knowledge capital and so maintains the one-sector production structure
of the Solow-type neoclassical growth models. It offers insight, in particular,
into the consequences of optimal environmental policy on long-run economic
growth, but suffers from the underdeveloped representation of the process of
knowledge accumulation, which is simply modeled as a by-product of produc-
tion. Despite this shortcoming, we include the model in this review as it
provides both a conceptual and formal stepping stone for the construction of
more complex and more satisfying growth models. Of interest here is the model
extension by Smulders (1998), which provides both for endogenous and exoge-
nous knowledge accumulation and is capable of illuminating the interaction
between the optimal setting of policy targets and technological change.

5.1 A One-sector Endogenous Model

Models of endogenous growth and the environment have to account for a variety
of interactions between economic activities, technology and the environment. To
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lay bare the various interdependencies and to avoid getting confused by details
we will first give an overview of the structure of these types of models
(Smulders, 1999). After this preparation, we proceed to study specific model
realizations in more detail.

5.1.1 Prototypical model structure
As before, we assume the existence of a social planner whose objective is to
optimize social welfare over an infinite planning horizon. This requires that
one specifies a social utility function U, and the factors on which it depends.
Taking aggregate consumption X and environmental quality, as measured by
an indicator N, as the relevant variables (UX > 0, UN ≥ 0), and assuming
furthermore that the social planner discounts the utility of future generations
by q, the relevant welfare function reads

∞
W = ∫ U(X,N)e–qtdt. (2.16)

0

For the sake of convenience we disregard population growth and normalize
population size to 1, so that there is no distinction between per capita quanti-
ties and their aggregate counterparts.

Focusing next on modeling the ecosystem, we denote the productive
services from the environment by R, and stipulate that the change in environ-
mental quality resulting from production can be described by

Ṅ = Q(N) – R, (2.17)

where the function Q(N) describes the regenerative potential of the ecosystem.
It is useful, but not necessary, to think of the function Q(N) as having the
humpshaped appearance familiar from the theory of renewable resources
(Clark, 1990). Of special interest in the following is the case for which Ṅ = 0,
and so R = Q(N). It pertains to a situation in which environmental services are
used exactly to the degree with which they are regenerated, and which with
some justification could be labeled ‘sustainable’. 

Production Y is allocated to consumption X, and to investment in both
manmade and human capital that we collectively denote by M. Thus,

Ṁ = Y (N,R,M) – X, (2.18)

where YN > 0, YR > 0, YM > 0, and all inputs are necessary. The crucial aspect
here is that production Y depends, in addition to capital M, on environmental
quality, N, and services R.
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Equations (2.16)–(2.18) form the basis of many environmental growth
models (Verdier, 1993; Gradus and Smulders, 1993; Bovenberg and de Mooij,
1997). Here we follow Smulders (1995) in developing this prototypical model
into a form that allows one to draw definite conclusions.

5.1.2 Optimal long-run growth
Smulders (1995) splits man-made capital M into two components, namely
physical capital K and knowledge H,

M = K + H, (2.19)

so that the production function Y can now be written as

Y = Y (K,H,N,R). (2.20)

It is assumed that Y (·) exhibits the standard neoclassical properties, including
constant returns to scale in K and H.

With a view to ensuring the existence of steady-state growth, Smulders
follows the common practice (for example Barro and Sala-i-Martin, 1999, p.
64) and employs a utility function

(XNf)1–1/s

U(X,N) = –––––––––, (2.21)
1 – 1/s

for which the elasticity of intertemporal substitution s,

U´(X)
s = – –––––––––, (2.22)

X U´´(X)

and the share of environmental amenities in utility f,

UNN
f = ––––––, (2.23)

UX X

are constant. As will be seen later, the parameter f can be also interpreted as
the social preference for environmental amenities.

A social planner opting to conduct optimal policy will aim to maximize
utility over an infinite time horizon with respect to X, R, K and H, subject to
the ecological constraint (2.17) and the goods market constraint
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Y = X + K̇ + Ḣ (2.24)

that is implied by (2.18) and (2.19). The corresponding optimality conditions
read:

YH = YK (2.25)

UXNN Ṅ Ẋ
s[r – q + (––––––) ––] = ––– (2.26)

UX N X

UN/UX + YN ẎR––––––––––– + QN + ––– = r, (2.27)
YR YR

where in the last two equations we denoted the return to capital by r, that is,

YK ≡ r. (2.28)

The first condition, equation (2.25), is a requirement for the statically optimal
allocation of physical and knowledge capital and states that both types of capi-
tal must yield the same returns in an optimum. As mentioned earlier, there are
strong reasons to believe that this condition cannot be satisfied in a perfectly
competitive market without help of governmental intervention. The difficul-
ties of firms in appropriating the knowledge they generate through environ-
mental R&D translate into a lack of incentives to accumulate knowledge
capital to the socially optimal extent, so that satisfaction of (2.25) is likely to
require policy intervention.

We will not pursue this issue further but rather focus on the two dynamic
optimality conditions (2.26) and (2.27). We first note that if Ẋ/X > 0, then
consumption is low today relative to tomorrow (that is, consumption grows).
Equation (2.26) then says that households are more willing to postpone
consumption the more they benefit from it, that is, the more the interest rate r
exceeds their pure time preference q, and the more they value future improve-
ments in environmental amenities, as expressed by the term involving UXN.
Through the presence of this term equation (2.26) furnishes a generalization of
the standard Ramsey equation (for example, Barro and Sala-i-Martin, 1995, p.
63).

Equation (2.27) is a generalization of the Hotelling rule, and guarantees that
in an optimum the exploitation of the environment yields a return rN, given by
its left-hand side,
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UN/UX + YN ẎRrN = ––––––––––– + QN + –––, (2.29)
YR YR

which equals the return r on alternatives capital goods, that is,

rN = r. (2.30)

If the environment were a non-renewable resource without amenity value and
with only the capacity to provide services to production by resource depletion,
we would recover from the last two equations the usual version of the
Hotelling rule. The price of environmental service YR should then grow at the
rate that equals the rate of interest to compensate for the loss of future revenue
from current depletion. The QN term in equation (2.29) indicates that the price
of a renewable resource has to rise at a rate faster than r as long as QN is nega-
tive. The reason is that the extracting use of the environment not only depletes
the resource but also reduces its future capability of regenerating. This reduces
the revenue from the exploitation of the environment, which has to be
compensated by an additional price increase.

Next we focus on the implication of equations (2.26) and (2.27) for the
characterization of steady-state growth. The model allows this type of growth
provided environmental quality is at the sustainable level N* for which Q(N*)
= R and Ṅ* = 0. Smulders shows that to N* corresponds a constant value r,
which when used in the Ramsey equation (2.26) ensures a steady-state growth
rate g = Ẋ/X for consumption that is non-zero at the fixed value

g = s(r – q) > 0, (2.31)

and that physical capital, knowledge and production also grow in the long run
with g, meaning that the characterization of the steady state is completed
through the equations

Ẏ K̇ Ḣ Ẋ
–– = –– = –– = –– = g. (2.32)
Y     K     H     X

These results show that sustainable growth is feasible provided that there
are constant returns in production with respect to knowledge factors.

5.1.3 Policy consequences
Further insight into the long-run prediction of the Smulders model can be
gained through a graphical analysis. We first note that from (2.30) and the
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assumption of constant returns to scale in production the return on capital r
depends only on N and R. In the steady state, environmental use R equals the
absorption capacity of the environment Q(N), so that r becomes simply a func-
tion r of N*,

r = r(N,Q(N)), (2.33)

where we have dropped the asterisks to simplify notation. The upper part of
Figure 2.5a depicts the variation of r with N in a schematic fashion.
Obviously, the rate of return to capital is zero for the value of N at which Q(N)
= 0, as then the environment does not provide the services R that are essential
for production. It increases for low levels of environmental quality N, since
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production benefits from improved environmental services, but decreases for
high values of N as less productive use is made of the environment. The
growth rate g, which according to (2.31) differs from r only by constant
factors, follows the same pattern and is depicted in the lower part of Figure
2.5a.

Next we turn attention to the rate of return to environmental quality rN,
equation (2.29). By examining the dependence on N of the various terms
comprising rN, it can be shown that this rate will tend to fall with improvement
in environmental quality, so that drN/dN < 0, as indicated in the upper part of
Figure 2.5a. Changes in the parameter f, which characterizes the social pref-
erence for environmental amenities, cause the rN curve to shift. If a higher
amenity value is attached to the environment, investment in the environment
will pay a higher return, and the rN curve moves outward. At the value N*, at
which the rN and the r curves intersect, the rates of return of environmental
and man-made capital are equal, and environmental quality is socially optimal
according to (2.30).

All the elements are now in place to analyze graphically some of the conse-
quences of environmental policy. We consider first the case that society
attaches a large value to environmental amenity, as quantified by the parame-
ter f, and that accordingly the level of environmental quality, as expressed by
N, is also large. Nonetheless we assume that it is still suboptimal, so that the
return on natural capital exceeds that from physical capital (point B in Figure
2.5a). As a result of governmental policy, which aims at full internalization of
all the benefits of the environment, the optimal growth equilibrium at the inter-
section of the r-curve and rN-curve is realized (point B´). As the correspond-
ing growth rate g (lower part of Figure 2.5a) is smaller than the one in the
initial state, optimal policy will in this case hurt long-run growth. Thus there
is a tradeoff between economic growth and environmental quality.

This conclusion changes, however, when initial environmental quality is
suboptimal at low levels of N and f (point A in Figure 2.5a). Governmental
policy correcting this situation will then strive to reach state A´. As the growth
rate in the optimum is now larger than the one in the initial state, optimal envi-
ronmental policy will now stimulate long-run growth.

The model can be used to illuminate the economic consequences of envi-
ronmental policy for a range of circumstances. Nonetheless, it does not
provide much insight into the specific role played by technological change that
is induced by environmental policy. The reason for this failure lies ultimately
in the constraints implied by the one-sector model structure, which requires
knowledge to grow endogenously as a by-product of production, and which
cannot capture the process of knowledge accumulation with the required
detail. Much more suited for our purpose are growth models whose represen-
tation of the knowledge accumulation process is flexible enough to account for
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both endogenous and exogenous knowledge accumulation. Being able to vary
the degree of ‘endogeneity’ in a model allows one to directly assess the
economic consequences of environmental policy for different assumptions
concerning the strength of the interaction between environmental policy and
technological change. A model for this purpose has been developed by
Smulders (1998). It builds in its formal structure on the presentation given
earlier in this section and relies on previous work by Bovenberg and Smulders
(1995, 1996).

5.2 Technological Change and the Cost of Environmental Policy

5.2.1 Extending the basic model
The Smulders model (1998) regards knowledge H as a composite good
comprising a component hen that is accumulated endogenously through invest-
ment in R&D, and a second component hex that increases as result of exoge-
nous technological progress. No explicit stipulation is made concerning the
relative weight with which hen and hex contribute to H. It is rather assumed that
H is determined by some function H of hen and hex, so that the accumulation
of composite knowledge can be described by

H ≡ H(hen, hex), Hhen > 0, Hhex > 0. (2.34)

H is taken to be homogeneous of degree 1 in its arguments, implying that
H = Hhenhen + Hhexhex. The share of endogenous and exogenous knowledge is
then quantified through the respective elasticities

Hhen Hhex
g = ––––– hen, 1 – g = ––––– hex. (2.35)

H                                H

Knowledge H is regarded as ‘resource augmenting’, meaning that it enhances
the efficiency with which environmental services R are employed in produc-
tion. This is captured by specifying the production technology as

Y = G(N)F(Z,K), (2.36)

where

Z = H · R (2.37)

measures the efficiency with which environmental services are employed in
production, and F exhibits the usual neoclassical properties and, in addition,
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constant returns to scale. The effect of environmental quality on productivity
is accounted for through the term G(N).

The model is completed through the goods market equation,

Y = X + K̇ + qḣen, (2.38)

which states that production is used for consumption, accumulation of (phys-
ical) capital goods, and knowledge creation. The symbol q quantifies the price
of knowledge in terms of the final good.11

It is easy to see that when g = 1 and all technological change is endogenous,
the model reduces to the one-sector endogenous growth model of the previous
section. The similarities go even further. It can be shown that the optimal
intertemporal allocation conditions are formally identical to the ones for the
one-sector endogenous model so that (2.25)–(2.27) retain their validity. The
only difference is that now Yhen/q replaces YH. As before, long-run growth is
characterized by a constant value of environmental quality and by a common
growth rate for the economic variables according to equation (2.32).

It is here that the similarity stops. Unlike in the one-sector model, where the
growth rate g was endogenously determined from equation (2.31) and (2.32),
the growth rate is now given by the rate of exogenous technological progress
and equals ḣex/hex. The intuition is here that when g = 0, the model reduces
essentially to the standard neoclassical Solow growth model, in which dimin-
ishing return to capital in the production function is compensated by exoge-
nous technological progress to yield non-zero long-run growth. This dynamics
remains intact even for the more general case: as long as g < 1, diminishing
returns to investment in man-made capital mean that growth rates exceeding ḡ
≡ ḣex/hex can only be maintained by devoting an increasing fraction of produc-
tion to investment. This finally reduces consumption to zero, which is clearly
suboptimal. Consequently, the long-term growth rate is ḡfor all gs smaller than
1.12

It is important here that ḡ is independent of environmental quality N. The
same applies then to the long-run rate of return that is calculated from ḡ
through the Ramsey equation (2.36) as

ḡ
ru = q + ––, (2.39)

s

where all terms are independent of N. In the graphical representation, Figure
2.5b, ru appears as a parallel to the N-axis. Its intersection with the rN-curve
determines the socially optimal environmental quality N*, as the optimality
condition (2.30) now takes the form rN = ru.
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5.2.2 Policy implications
Figure 2.6 compares the consequences of environmental policy when techno-
logical progress is exogenous to the situation reached when progress is
endogenous. Focusing first on the exogenous case, we consider an economy
that is initially in a suboptimal state with environmental quality N0. The
government puts policy in place aimed at more fully accounting for consump-
tion externalities. Smulders models this ‘policy shock’ by an increase in the
value of the parameter f, equation (2.23), which measures the weight of
amenities relative to produced consumption. Figure 2.6a shows that the
increase in f will increase the long-run optimal value of environmental qual-
ity N, but the improvement is less pronounced when g is relative large, and
technological progress is to a larger extent endogenous.

The intuition here is that a larger role of endogenous technology develop-
ment requires more investment to acquire the knowledge that stimulates long-
run growth. This absorbs output that would otherwise go into consumption, and
there is less room to invest in amenities. Smulders refers to this as the ‘burden-
of-investment effect’ of endogenous growth. It follows that governmental
policy that does not account for the burden of investment resulting from
induced technological change may overestimate the efficacy of policy for
improving the environment. Technological change makes tight environmental
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policy less desirable as the burden of investment effect impedes environmen-
tal improvement.

Figure 2.6b illustrates the different outcomes of environmental policy for
exogenous and endogenous technological advance. When technological
advance is exogenous (g < 1) and environmental quality is initially at state N0,
optimal policy will improve the level of environmental quality to N´ without
affecting interest rate ru. When technical progress is endogenous (g = 1),
however, the optimum state is given by the intersection of the rN with the r-
curve at which both environmental quality N* and interest rate r* are
increased relative to the situation without policy intervention.13

The induced change in the interest rate r*, which is absent in the exogenous
growth model, occurs in addition to the ‘burden-of-investment effect’. The
direction of this effect depends on the initial value of N and the shape of the
r-curve. If the rate of return to man-made capital increases in the long run, as
is shown in Figure 2.6b, optimal environmental quality (N*) is smaller than in
the exogenous growth model (N´), because investment in economic growth is
rewarded by a higher return than investment in the environment.

This mechanism counteracts policy aimed at improving environmental
quality in the long run. Together with the burden-of-investment effect it
reduces the level of optimal long-run environmental quality relative to the one
that is socially optimal when technological progress is exogenous.

To gain insight into the impact of endogenous technological change on the
optimal timing of abatement and environmental policy, Smulders (1998)
employed numerical simulations to study the transitional dynamics of both the
endogenous and exogenous growth models. Contrary to the result obtained by
Goulder and Mathai (2000), the outcome here is that endogenous technology
change justifies higher near-term abatement and disfavors a ‘wait-and-see’
strategy. The reason is that in the presence of induced technological change
environmental policy temporarily lowers the rate of return to man-made capi-
tal and it does so for a longer period of time than is the case for exogenous
technical advance. In consequence, the incentives to invest in clean environ-
ment increase. While this ‘interest rate effect’ justifies higher initial abate-
ment, it diminishes over time as the rate of return to man-made capital
recovers. Hence it is optimal for abatement and the stringency of environ-
mental policy to decrease with time.

In summary, then, the main insights provided by the Smulders model are:

1. Governmental policy to improve environmental quality can both stimulate
and hurt long-term optimal growth depending on the initial level of envi-
ronmental quality and on the value society attaches to environmental
amenities.

2. The presence of induced technological change provides a reason for a
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more ambitious environmental policy. It will typically act to stabilize
long-term environmental quality at a level that is below that which could
be optimally achieved when technology progress is exogenous.

6. TECHNOLOGICAL CHANGE IN GREENHOUSE GAS
ABATEMENT MODELS

All the models reviewed so far have focused only on one type of market fail-
ure, namely the one associated with environmental externalities, but have
neglected R&D inefficiencies resulting from technology spillovers. To
complete our survey we next review models that are capable of accounting for
both deviations from the efficient market paradigm. Models of this type have
been developed and used to simulate the consequences of policies aimed at
mitigating climate change resulting from industrial atmospheric emissions of
greenhouse gases. Because of their extended scope, these models are fairly
complex, and thus no longer analytically tractable.

A prominent representative for this class of models is the DICE-99 model
(Dynamic Integrated model of Climate and the Economy) developed by
Nordhaus (see Nordhaus and Boyer, 2000, for an extensive review), which is
a highly aggregated global model linking together global production, energy
consumption and a climaterelated sector. DICE-99 builds upon the more
detailed RICE-99 (Regional dynamic Integrated model of Climate and the
Economy) model by the same author, which represents a geographically disag-
gregated eight-region view. While both DICE-99 and RICE-99 treat techno-
logical progress as exogenous, they have spawned a series of models in which
technological change is endogenized.

In his R&DICE version of DICE-99 Nordhaus (2002) uses a fixed proportion
production function to separate the effect of induced innovation from that stem-
ming from input factor substitution. Technology change is taken to manifest
itself through the development of greenhouse abatement technology that lowers
the carbon emissions required to produce a fixed output. RICE is also the parent
of a model developed by Buonanno et al. (2003) for which the authors coined
the acronym ETC-RICE. It borrows from RICE the neoclassical production and
climate change sector, and implements induced technology change in the same
way as R&DICE, namely through its effect on the carbon intensity of output.

From the perspective of this review perhaps the most interesting variant of
DICE-99 is the model developed Popp (2002). A feature of this author’s
ENTICE (for Endogenous Technological Change) model is that it can account
for a multitude of channels through which technological progress can affect
greenhouse gas emissions, including not only progress in abatement technol-
ogy but also improvements in energy efficiency and fuel switching.
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In ENTICE the production sector is modeled by a Cobb–Douglas type
production function, in which, next to capital and labor, energy services appear
as an input factor. This input comprises both fossil fuel use and ‘energy-related
human capital’, and is related to these quantities through a constant elasticity-
of-substitution (CES) functional form, in which the substitution parameter
provides an indication of the ease with which input switching is feasible.
ENTICE assumes that carbon-saving ‘energy knowledge’ increases with the
accumulation of research through costly R&D in the energy sector, and depre-
ciates as new knowledge supersedes old.

The economic damage caused by industrial greenhouse gas emissions is
modeled in the same way as in DICE: the damage function is taken to depend
quadratically on the mean global temperature increase resulting from indus-
trial CO2 emissions, which in turn is calculated on the basis of a set of
geophysical relations. This damage is included in the production function to
cause a fractional reduction in output.

As discussed earlier, markets tend to invest in R&D at a socially subopti-
mal level because of technology spillovers and the difficulties associated with
the appropriability of technology innovations. ENTICE models this type of
market failure in an approximate and heuristic way. Taking up a suggestion by
Nordhaus (2002), ENTICE implements a constraint in its objective function
that forces the returns on energy R&D to be a multiple of the returns on phys-
ical capital. This inflates innovation costs and forces the market to underinvest
relative to the social optimum at which investments would give equal returns
to all forms of capital, both physical and non-physical. Specifically, the multi-
plier is given the value 4 in broad alignment with statistical data for the USA.

Investment in R&D in the energy sector will crowd out research in other
sectors. Since the return on energy R&D is assumed to be four times greater
than that of other investments, full crowding out would imply that an increase
in energy R&D leads to a fourfold decrease in the value of investments in the
non-energy sectors. Popp argues that such a high crowding-out factor is not
supported by statistics, and accordingly assumes in his ENTICE base case
simulations only a 50 per cent crowding out.

After the model has been calibrated against empirical estimates of energy-
saving R&D on induced innovation in the energy sector, it furnishes, in partic-
ular, a quantification of the welfare gains resulting from a socially optimal
carbon tax. Popp differentiates the ‘direct welfare effect’ of new knowledge,
which is associated with immediate environmental benefits, from a ‘produc-
tivity effect’, which refers to the fact that new knowledge makes future R&D
more productive. In his ENTICE simulation Popp is able to differentiate
between the two effects and to show that it is the latter that makes the domi-
nant contribution to welfare over longer time periods, even when knowledge
depreciation is accounted for.
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Popp finds that the effect of induced technological change on key economic
variables is small and is outweighed by that of factor substitution. Specifically,
carbonsaving technological innovation induced by an optimal carbon tax
imposed in 1995 will increase output, but only by 0.5 per cent in 2105.

Another model that explores the connection between greenhouse gas abate-
ment policy and technology change is the one developed by Goulder and
Schneider (1999). Its scope is different from ENTICE and in fact from the
other models considered so far as it does not adopt a social planning frame-
work and refrains from ascertaining optimal policy. It rather takes a carbon tax
as given, and simulates how profitmaximizing economic actors are responding
to it.

The model considers a conventional, carbon-based energy industry, and an
alternative emissions-free industry. An R&D service sector is introduced
whose function within the model is twofold:

1. It supplies both industries with innovations that allow them to reduce the
cost of producing the particular sort of energy. This means specifically
that technology advance in the conventional energy sector is modeled as
productivity improving, a feature that is in clear contrast to ENTICE,
where technology progress is carbon-saving.

2. As the services the R&D sector provides are not free, its inclusion in the
model provides a way to capture the opportunity cost resulting from a
policy-induced reallocation of a supply of R&D services.

Intrasectoral innovation spillovers are captured in the Goulder and
Schneider model in a way that is somewhat more systematic than the ENTICE
treatment of this externality while still remaining heuristic: it is assumed that
the magnitude of knowledge spillover within a sector is proportional to the
industry-wide level of expenditure on R&D.

Because of its structure, the Goulder and Schneider model offers an
expanded view on the mechanisms through which carbon taxes affect tech-
nology change when knowledge spillover and policy-induced reallocation of
R&D services are present. As far as the latter is concerned, the model demon-
strates that it is the magnitude of the R&D opportunity cost that determines
whether induced technology change retards or promotes economic growth
when the carbon tax is exogenously fixed. While in the base case simulation-
induced technological change suppresses output, the situation changes signif-
icantly when R&D is ‘free’. In this case induced technological change is
output enhancing.

The opportunity costs associated with R&D reallocation are dependent on
the level of knowledge spillovers. High spillovers within a sector mean that
the social returns to R&D in this sector are larger than those in a sector with
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fewer spillovers and higher level of technology appropriability. A tax-induced
reallocation of R&D away from the high-spillover sector will imply signifi-
cant opportunity cost and a corresponding loss of output, as is indeed observed
in the simulations.

To put the effect of R&D opportunity costs into perspective Goulder and
Schneider remark that irrespective of their value, the presence of induced tech-
nological change always increases the net benefit from a given tax in the sense
that the output loss associated with achieving any level of greenhouse gas
abatement is lowered by induce technological change.

7. CONSEQUENCES FOR ENVIRONMENTAL POLICY

It is not straightforward to draw robust conclusions from the models that we
reviewed on the interactions between environmental policy and technological
change. This is partly due to differences in the way the concept of ‘technolog-
ical progress’ is formalized. In the models by Goulder and Mathai (2000) and
Parry et al. (2002) technological advance manifests itself through its impact on
abatement costs – it lowers them. This is in contrast to the way Goulder and
Schneider (1999) and Nordhaus’s R&DICE treat technological progress,
namely as output enhancing. Smulders (1998) champions yet a different
perspective: his concept of technological progress is ‘resource augmenting’
meaning that technological progress enhances the services that the environ-
ment provides. A ‘realistic’ model of technological change in the environmen-
tal field would have to encompass all of these different concepts. The ENTICE
model (Popp, 2002) is probably the one furthest developed in this respect.

Keeping in mind the diverse meaning of ‘technology progress’, we use the
insight that the models provide to answer the earlier questions concerning the
relationship between environmental policy and technological innovation.

The Costs and Benefits of Environmental Policy

All studies indicate that induced technical change has positive effects on the
costs and benefits of environmental policy. Goulder and Mathai (2000)
showed that in the presence of induced technological change any environ-
mental policy target, for example a certain CO2 concentration in the atmos-
phere, can be achieved at lower costs. However, if the policymaker adheres to
a benefit–cost criterion, an induced reduction in marginal abatement costs
implies that a higher amount of abatement becomes optimal, which results in
greater total abatement expenditures. Since this translates into larger net
welfare gains, the presence of induced innovation strengthens the case for
pollution control. The model by Parry et al. (2002) quantifies the welfare gains
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stemming from induced innovation and shows that they are typically small
relative to the benefits associated with pollution control. This result is consis-
tent with the general equilibrium models by Goulder and Schneider (1999) and
Popp (2002), which account also for the opportunity costs of investing in envi-
ronmental R&D. The reallocation of resources to research and to develop
‘green’ technologies will crowd out R&D in other sectors of the economy,
with detrimental effects on growth. However, these results need to be qualified
as the models consider only one channel of knowledge accumulation, namely
investment in R&D.

The Optimal Timing of Abatement

The source of knowledge accumulation plays an important role for conclu-
sions about the optimal degree and timing of environmental policy. While a
‘wait-and-see’ strategy is appropriate when technological progress is
autonomous, this is, in general, not the case when technological progress is
endogenous. Specifically, when knowledge is generated via R&D, Goulder
and Mathai (2000) as well as Popp (2002) showed that it is optimal to post-
pone some abatement to the future until the accumulation of knowledge
lowers marginal abatement costs. But when abatement itself accumulates the
knowledge via learning-by-doing, there is no general result concerning the
optimal timing of abatement activities. Nonetheless, it is expected that in this
case the potential of future cost reduction typically requires more near-term
abatement.

Smulders (1998) found that endogenous ‘resource-augmenting’ technical
change provides a rationale for higher near-term emission reductions. The
reason is that pollution control reduces the productivity of the economy for a
longer period of time, so that investment in a clean environment becomes
more attractive than investment in production. However, this effect is reversed
when improvements in environmental quality outweigh production losses due
to emission reductions.

The models reviewed do not provide general results on the impact induced
technological innovation has for altering the optimal time profiles of abate-
ment and emission taxes. While the details of these changes are related to the
mode of technology accumulation adopted by the model, most authors seem
to agree that their magnitude will be rather modest.

Policy Instruments

In the presence of induced innovation the function of environmental policy is
twofold: Setting constraints on environmentally damaging activities and stim-
ulating environmentally friendly innovation. There appears to be general
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agreement on the superiority of market-based instruments over commandand-
control regulations not only to correct environmental externalities cost-
effciently but also to stimulate private investments in ‘green’ technologies.
Which type of market-based instrument should be used in a concrete situation
depends on a variety of factors, including present and future marginal abate-
ment costs and damages, and the information the regulator has about these
quantities. Based on the models reviewed here, it can be said that endogeniz-
ing technological advance does not substantially alter the policy recommen-
dations obtained from environmental economic models without technology
change.

8. CONCLUSIONS

While relatively simple models of the type discussed in this review elucidate
important aspects of induced technological progress, they fall short of
accounting for the complexity of the real world. Some comments regarding
potential modeling extensions seem therefore to be in order.

Technology advances through a variety of economic interactions. As we
have seen, two idealized representations of this interaction have been to date
the main subject of economic theorizing, namely technology advance driven
by R&D and by learning-by-doing.

Technology advance involving R&D proceeds through the costly allocation
of resources to the task of innovation. Accordingly, if society allocates all its
resources to production and nothing to R&D, then technology progress comes
to a standstill. Conversely, when progress is the result of learning-by-doing, it
is the sole consequence of the production and use of technology.
Technological progress is then ‘free’ in the sense that there is no need for
investment into R&D, although opportunity costs do arise.

While both the R&D and the learning-by-doing approach tie well to real-
world phenomena, they do not give a complete picture of reality, so that models
that are based exclusively on one or the other are bound to miss important deter-
minants of technological change, a fact that has been specifically emphasized by
Clarke and Weyant (2002). Thus the learning-by-doing approach disregards
historic public and private expenditures, and therefore tends to underestimate the
cost of technological advance. There are problems with the R&D approach, too.
For one, the R&D approach misses learning-by-doing effects. Moreover, invest-
ment in research should not be interpreted as emanating exclusively from R&D
labs. Kline and Rosenberg (1986) argue that the notion that innovation is initi-
ated by research of the scientific sort is wrong most of the time. Innovation
evolves through cycles of design, testing, production and marketing, all of which
draw on state-of-the-art knowledge and interact with public policies.
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A second aspect that is not included in state-of-the art models of induced
technological change relates to the discontinuous nature of technological
progress. It arises when previously uncompetitive technologies reach market
acceptance. While before market acceptance R&D investment has typically
limited impact on aggregate production, this changes dramatically at the point
of market acceptance where aggregate production undergoes a discontinuous
shift. Discontinuities of this type can be simulated with bottom-up models that
explicitly consider hundreds of technologies and that can therefore give
detailed representations of changes in the aggregate production characteristics
(Seebregts et al., 1999). However, analytical modeling of the discontinuous
characteristics of technology progress is still in its infancy.

Finally, the usefulness of models of induced technological change could be
improved by explicit inclusion of uncertainties related to technological
progress. Uncertainty about how far technology might advance, how fast it
will do so, and how costly it will be translates into uncertainty about how the
production function responds to policy stimuli. Given that it is unknown when
technological change will occur and how abrupt it will be, the best approach
is to employ an uncertainty framework that embraces a range of possibilities
about the nature and extent of future technological change.

The point here is that there is still a gap between how economic models
depict the process of technological change and what happens in reality.
Closing this gap is a challenge for the next generation of models of induced
technological change and a requisite for an improved evaluation of the conse-
quences of environmental policies.

NOTES

1. We exclude from consideration bottom-up energy system models (Seebregts et al., 1999;
Edmonds et al., 2000). At the heart of these models is a detailed, typically computer-based,
representation of the cost and performance characteristics of technologies in the energy
sector, which is taken as the basis for modeling the pattern of technology penetration. They
are thus less suited for shedding light on the macroeconomic consequences of environmen-
tal policy.

2. While the description we just gave roughly summarizes key elements of the commonly
accepted explanation of technological advance, there is a variant perspective. The ‘evolu-
tionary’ approach to technological change, as pioneered by Nelson and Winter (1982), aban-
dons the idea that firms can optimize R&D investment decisions. Because of the large
uncertainties surrounding the outcome of R&D investments, firms will face significant diffi-
culties in rationalizing their R&D expenditures. It is rather argued that firms embark on a
purposive search for profit that is guided by their ‘routines’ and ‘rules of thumb’ to decide
on how much to invest in R&D. The most successful firm is the one which adopts in the
most efficient way to the competitive environment. The similarity of this view to the theory
of biological evolution is obvious. From the evolutionary perspective, firms may miss
opportunities for increased profits simply because they do not look hard enough when they
face a competitive business climate. An external policy shock such as a new environmental
constraint can therefore provide a stimulus to new search, possibly leading to discovery of
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previously undetected profit opportunities. These new ways of doing may actually be more
profitable, leading to the ‘win–win’ outcome that was asserted by Porter and Van der Linde
(1995), and whose existence cannot be easily explained within the framework of profit opti-
mizing firms.

3. While the Goulder and Mathai model is particularly tailored to deal with CO2 emissions,
their conclusions apply to a wider context. However, as CO2 and climate change issues
provide politically relevant and concrete examples, we will adhere to Goulder and Mathai’s
terminology.

4. First (second) derivatives are denoted by single (double) subscripts to function symbols.
Dots over function symbols refer to time derivatives.

5. This gives
d At d Ht d(–pt)CAA(·) –––– + CAH(·) –––– = ––––––.
d k                 dk          dk

6. This picture is of course completely consistent with the static view as espoused in the text-
book literature (for example, Endres, 2000). If technological change lowers marginal abate-
ment costs, then the optimal tax required to achieve a target level of abatement is reduced
correspondingly.

7. It is assumed that damages are a convex function of changes in the atmospheric CO2 concen-
tration.

8. As obviously WP + WH = (½)A*p, one finds after division by WP = (½)pAP that 1 + WH/WP

= A*/AP. Expressing the ratio A*/AP in terms of b by taking advantage of AP = (1 – b)A*
then yields equation (2.15).

9. This argument can be illustrated with the help of Figure 2.4. Consider again a competitive
industry under a tradable permit system. Assume further that the permit price will fall from
p0 to p´ when all firms adopt the new technology. Jung et al. calculated that in this situation
the cost-savings of the industry under auctioned permits equal area 0afhb in Figure 2.4,
which consists of the reduction in abatement costs (area 0ab) plus the reduction in payments
for permits due to the lower permit price (area afhb). However, these aggregate cost-savings
are not identical with the incentives for firms to adopt the innovation. To see this, assume
that all firms but one have adopted the cleaner technology, so that the permit price is approx-
imately p´. For the last firm, being a price-taker in the permit market, the cost reduction from
adopting the new technology is given by area 0db, which is smaller than the aggregate cost-
savings 0afhb. Thus, under a tradable permit system the incentives for firms to invest in
cleaner technology decrease over time when the new technology spreads. In addition, this
result holds whether tradable permits are freely allocated or auctioned, because the distrib-
ution itself does not affect firms’ decisions.

10. This result echoes Weitzman’s (1974) rule that a price instrument is more efficient than a
quantity instrument, if marginal damages are constant and information about marginal abate-
ment costs is asymmetric.

11. In the one-sector model, the relative price of knowledge equals unity because there is only
one production technology.

12. It is worth pointing out that in the Smulders model the qualitative difference between
completely endogenous growth (g = 1) and only partly endogenous growth (g < 1) is main-
tained irrespective of how closely g approaches unity. As long as g < 1, environmental qual-
ity N does not influence long-term growth, which is determined by exogenous factors.
However, environmental quality does have permanent effects on growth when g = 1.

13. In the figure, we have drawn the rN-curve intersecting the r-curve at the upward-sloping
part. This is appropriate, as discussed before, for low preference for environmental quality.
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W. Nordhaus, R. Richels and F. Toth (eds), Climate Change: Integrating Science,
Economics, and Policy, IIASA workshop proceedings, Laxenburg, Austria:
International Institute for Applied Systems Analysis.

Grubb, M., J. Köhler and D. Anderson (2002), ‘Induced technical change in energy
and environmental modeling: analytic approaches and policy implications’,
Annual Review of Energy and the Environment, 27, 271–308.

Jaffe, A.B. R.G. Newell and R.N. Stavins (2002), ‘Environmental policy and techno-
logical change’, Environmental and Resource Economics, 22, 41–69.

Jung, C., K. Krutilla and R. Boyd (1996), ‘Incentives for advanced pollution abate-
ment technology at the industry level: an evaluation of policy alternatives’,
Journal of Environmental Economics and Management, 30, 95–111.

Kemp, R. (1997), Environmental Policy and Technical Change, Cheltenham, UK and
Lyme, NH: Edward Elgar.

Keohane, N.O. (1999), ‘Policy instruments and the diffusion of pollution abatement
technology’, discussion paper, Harvard University.

Kline, S. and N. Rosenberg (1986), ‘An overview of innovation’, in R. Landua and N.
Rosenberg (eds), The Positive Sum Strategy: Harnessing Technology for Economic
Growth, Washington, D.C: National Academy Press,

Magat, W.A. (1978), ‘Pollution control and technological advance: a dynamic model
of the firm’, Journal of Environmental Economics and Management, 5, 1–25.

Magat, W.A. (1979), ‘The effects of environmental regulation on innovation’, Law
and Contemporary Problems, 43, 3–25.

Milliman, S.R. and R. Prince (1989), ‘Firm incentives to promote technological
change in pollution control’, Journal of Environmental Economics and
Management, 17, 247–65.

Milliman, S.R. and R. Prince (1992), ‘Firm incentives to promote technological
change in pollution control: reply’, Journal of Environmental Economics and
Management, 22, 292–6.

Nelson, R.R. and S.G. Winter (1982), An Evolutionary Theory of Economic Change,
Cambridge, MA: Harvard University Press.

Nordhaus, W.D. and J. Boyer (2000), Warming the World – Economic Model of Global
Warming, Cambridge, MA: MIT Press. 

Nordhaus,W.D. (2002), ‘Modeling induced innovation in climate-change policy’, in
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